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Given an untrimmed video and a natural language query, the goal
of joint video moment retrieval and highlight detection is to locali
ze all the moments in the video, in which the visual and/or audio
contents are relevant to the query, while predicting clip-level sali
ency scores for them simultaneously.

Most existing works tackle the problems of video moment retriev
al and highlight detection separately, ignoring the implicit relation
s between them. Current SOTA is also not flexible enough for mul
tiple modality reliability situations. In this work, we propose Unifi
ed Multi-modal Transformers (UMT) to handle different modality
conditions and combinations.

The contributions of this work are summarized as follows:
• We presented the first unified framework for joint video mome

nt retrieval and highlight detection;
• Our model regards moment retrieval as a keypoint detection pr

oblem, largely increasing the regression accuracy;
• The effectiveness and superiority of the method have been dem

onstrated on diverse public datasets.

Our framework derives from the transformer encoder-decoder architecture.
• Uni-modal Encoder: Contextualize single-modal information;
• Cross-modal Encoder: Propagate multi-modal features across modalities;
• Query Generator: Generate clip-aligned moment queries based on text input;
• Query Decoder: Predict moments and highlights conditioned on the query.
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We introduce bottleneck transformer to disen
tangle cross-modal feature aggregation into f
eature compression and expansion, balancing
performance and efficiency.

The predicted moments and saliency scores are shown by brackets and lines.

Table 1. Experimental results on QVHighlights test split. MR
and HD represent moment retrieval and highlight detection, re-
spectively. w/ PT means pre-training with ASR captions.

MR HD

R1 mAP � Very GoodMethod

@0.5 @0.7 @0.5 @0.75 Avg. mAP HIT@1

BeautyThumb – – – – – 14.36 20.88
DVSE – – – – – 18.75 21.79
MCN 11.41 2.72 24.94 8.22 10.67 – –
CAL 25.49 11.54 23.40 7.65 9.89 – –
XML 41.83 30.35 44.63 31.73 32.14 34.49 55.25
XML+ 46.69 33.46 47.89 34.67 34.90 35.38 55.06

Moment-DETR 52.89 33.02 54.82 29.40 30.73 35.69 55.60
Moment-DETR w/ PT 59.78 40.33 60.51 35.36 36.14 37.43 60.17

UMT (Ours) 56.23 41.18 53.83 37.01 36.12 38.18 59.99
UMT (Ours) w/ PT 60.83 43.26 57.33 39.12 38.08 39.12 62.39
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The visualization results show that visual and audio features contribute to different out
comes. Combining the visual and audio information can improve the performances.
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QUERY 2: A white cat with spots is playing with a feathery toy

(No Query) QUERY 1: A person cuts up photos

Video
(Input)

Audio
(Input)UMT

QUERY: They are driving through a somewhat green desert while music plays.(b)

QUERY 1: A toddler meets cartoon characters.

QUERY 2: Mickey mouse and a costume pink bunny are 
interacting with a baby held by a mother.

(c)

(a) QUERY: A fluffy white dog is playing near the grill and getting his own meal at the table.

(a) QUERY: A marbled dark cat with white boot patterns is eating out of a dish.

(b) QUERY: A dog circling in a lawn.

QUERY: A girl looks happy to be laying next to her fluffy white cat.(c)

QUERY: Group of friends listening to music and enjoying in car.(e)

QUERY: Black and white photo of a man indicating we are listening to his audio.(d)
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