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Method Overview

———— Task Formulation
Given an untrimmed video and a natural language query, the goal
of joint video moment retrieval and highlight detection is to locali
ze all the moments in the video, in which the visual and/or audio
contents are relevant to the query, while predicting clip-level sali
ency scores for them simultaneously.
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Most existing works tackle the problems of video moment retriev
al and highlight detection separately, ignoring the implicit relation
s between them. Current SOTA is also not flexible enough for mul
tiple modality reliability situations. In this work, we propose Unifi
ed Multi-modal Transformers (UMT) to handle different modality
conditions and combinations.
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QUERY 2: A white cat with spots is playing with a feathery toy

The contributions of this work are summarized as follows:

* We presented the first unified framework for joint video mome
nt retrieval and highlight detection;

* Our model regards moment retrieval as a keypoint detection pr
oblem, largely increasing the regression accuracy;

* The effectiveness and superiority of the method have been dem
onstrated on diverse public datasets.

Motivation —

/

~

Our framework derives from the transformer encoder-decoder architecture.

* Uni-modal Encoder: Contextualize single-modal information;

* Cross-modal Encoder: Propagate multi-modal features across modalities;

* Query Generator: Generate clip-aligned moment queries based on text input;
* Query Decoder: Predict moments and highlights conditioned on the query.
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— Qualitative Analysis —_—

The predicted moments and saliency scores are shown by brackets and lines.
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Visualizations _—

The visualization results show that visual and audio features contribute to different out
comes. Combining the visual and audio information can improve the performances.
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~— Bottleneck Transformer —

We introduce bottleneck transformer to disen
tangle cross-modal feature aggregation into f
eature compression and expansion, balancing
performance and efficiency.
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~— Quantitative Analysis —
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bV 1875 2179
MCN 1141 272 2494 822 1067 - -
cat 2549 1134 2540 765 989
XL 833035 4463 3173 14 3449 5505
XML+ 1660 3346 4789 3467 3490 35,38 5306
MomentDETR 5289 1302 5482 29.40 3073 35,69 5360
Moment-DETR w/PT 59.78 40.33 60.51 35.36 36.14 37.43 60.17
UMT Our) 5623 4118 5383 701 3612 118 999
UMT (Ours) w/PT  60.83 43.26 57.33 39.12 38.08 39.12 62.39
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